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Abstract—In this paper a method of automatic real-time
capable visual user attention for a face to face human machine
interaction is described. This method based on Active Appearance
Models (AAMs) and Multilayer Perceptrons (MLPs) to map
the Active Appearance Parameters (AAM-Parameters) onto the
current head pose. Afterwards, the chronology of the head
pose becomes classified to attention or inattention. This visual
attention estimation will be used in service robotic by human-
robotic interaction to get a feedback whether the user is interested
in the current dialog and for correct interpretation of the current
emotional condition. To allow a more natural dialog the head
pose is also very efficient interpreted as head nodding or shaking
by the use of adaptive statistical moments. Especially, the head
movement of many demented people are restricted, so they often
only use their eyes to look around. For that reason this paper
examine a simple gaze estimation with the help of an ordinary
webcam.

Index Terms—Active Appearance Model, Head Gesture Recog-
nition, Visual Attention, Gaze Estimation

I. INTRODUCTION

Due to the growing occurrence of service robots more and
more unexperienced and non-instructed users are getting in
touch with service robots. Therefore a lot of effort has been
spent on enabling a natural human-robot dialog in service
robotics during the last years. Nowadays, service systems like
shopping robots, ticket machines or entertainment electronics
are established in our society. Furthermore, service systems
are getting more and more important in home environment.
This ranging from robotic animals for amusement through to
service robots which help with housework, scheduling, home
health care etc.. Especially for the acceptance of these systems
they must be easy to use, since non-instructed users should be
able to operate these systems. The most intuitive kind to inter-
act with a technical system is the human like communication.
An essential part in human like communication is to know
whether the dialog partner is attention to the service system
or to any other. This is necessary to adapt the dialog and for
the correct interpretation of the current users condition like
the emotion. There are many methods to estimate the user
attention, like biometric parameters, full body movements or
the used attention estimation which based on the direction
of view. Trefflich [1] showed that the head movements have
a strong correlation to eye movements, because the head
movements are the low-pass filtered eye movements. So the

3D head pose is used for the attention estimation. To estimate
the 3D head pose in a 2D image a head description is needed
which model a robust 3D head. The Active Appearance Model
approximation from Stricker [2] is used to realize this head
model in real time.
Active Appearance Models (AAMs) have been established
to characterize non-rigid objects, like human heads, and can
be used to analyze the users state based on visual features.
Therefore, the parameters of the AAM are adapted, so that
the model fits to the current face. Due to the fact that the
AAM represents the shape as well as the texture of the face,
the whole appearance is captured by the model parameters.
Afterwards, the parameters of the AAM can be utilized to
extract information about the users state. The main advantage
of using an AAM is the holistic representation of the face.
Especially in home health care for demented people it is often
not possible to use the head pose for attention estimation,
because many demented people are restricted in their head
movements. This people mostly look around only by using
eye movements. To allow a visual attention estimation in this
case, a simple eye tracker is considered which operate with an
ordinary webcam. This eye tracker based on the eye position
determined by an AAM, too.
A further essential information for a gentler and more natural
dialog, which can be estimated with the help of the head pose
is a head nodding and shaking. Afterwards, the head nodding
and shaking can be interpreted as Yes or No to allow a simple
nonverbal gestural answering.
To classify the chronology of the head poses to attention
or inattention an adaptive variance is used in this work. To
classify the chronology of the head poses to head nodding,
shaking or others an adaptive excess kurtosis is used.

II. RELATED WORK

The work comprises the tasks of extraction of the visual
focus, and head gesture classification. All of these tasks require
information about the users head. A wide range of different
methods can be found in the literature using different kinds
of feature extraction and classification approaches. In the
following, we give a brief overview of different methods,
which have been applied for the specific tasks.

1) Visual Focus of Attention: Basically, a persons visual
focus is determined by eye gaze. However, the proposed
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systems in the literature require high resolution of the eyes
[3]. Nevertheless, the head pose can be regarded as a low
pass filtered eye gaze and therefore the head pose can be
utilized to get information about the visual focus [4]. Hidden
Markov Models are a very common way to extract the focus of
attention from a sequence of head poses [4], [5], [6]. However,
the mentioned methods try to extract a focus of attention in
terms of certain objects or persons, which lies not in the scope
of this paper.

2) Head Gesture Recognition: Known approaches for head
gesture recognition are quite similar to visual attention esti-
mation. Again, the head pose is extracted and evaluated over
time. A common way to enable the time based evaluation is
to apply Neural Networks as shown in [7]. Furthermore, SVM
Classification as utilized in [8] or Hidden Markov Models [9]
can be applied for head gesture classification. Nevertheless,
the proposed methods are also not able to learn head gestures
online and therefore are not appropriate to learn new head
gesture semantics during the human-robot dialog.

III. SYSTEM ARCHITECTURE

The system in this paper is based on the parameters of
a fitted AAM. The system interpret the AAM-Parameters
as head pose and analyzes them for attention and gesture
estimation. For some applications like the emotion estimation
a very detailed but only frontal face model is needed. Due
to their complexity the model does not fit enough to different
head poses. However, for attention estimation and detection of
head shaking or nodding a model is needed that fits good to
a rotated face. This is possible by using model that is not
detailed in shape. In attention estimation and head gesture
classification, the variance and the excess kurtosis of the
extracted head poses are calculated. Whereas, the variance is
used for attention estimation and the excess kurtosis is used for
head gesture classification. An overview of this architecture is
shown in Fig. 1.

A. Head Pose Estimation

Both, the attention and the gestures Yes and No can be
determined by head poses. TREFFLICH shows that the visual
attention correlates with the head pose [1]. The first part in
the estimator is to extract the head pose. Afterwards, the
attention and head gestures are estimated by using statistics.
Experiments have shown that some AAM-parameters correlate
with the head pose once the training dates contain head poses.
For head pose estimation an own dataset is used which consist
in mixed facial image sequences of male and female people
who rotate their heads around. Each image of this dataset is
labeled by the current head pose which is determined by the
so called Flock of Birds. The Flock of Birds is a two parted
system which determined the head pose by using magnetic
fields. The one part is fixed and must be positioned near by
the camera, the other part must be mounted on the top of
the head. This system must be calibrated for each user to get
correct values. Few samples of this dataset is shown in Fig. 2
.

Fig. 1. System Architecture The attention estimation is done by extracting
the head pose from AAM-parameters. The poses are aggregated over time to
compute the variance and excess kurtosis. The variance is used to compute the
users attention and the excess kurtosis is applied for head gesture recognition.
Temporal smoothing is applied for both subsystems to reduce input parameters
noise.

Fig. 2. Head Pose Dataset This is an example of the used dataset for the
head pose estimation.

The correlation between head poses and AAM-parameters
can not be generalized, thereby it is necessary to test each
AAM. In the used AAM-approximation the first four shape
parameters are generated by a face detector. This so called
global shape parameters describe only the position of the face
in the image. The other shape parameters which describe the
individual form are so called local shape parameters. Fig. 3
shows the correlation between the first ten possible local shape
parameters and the head rotation. By reason of this correlation
it is possible to use an AAM with only the first two local shape
parameters.

Through this, the used model includes 50 texture parameters
but only six shape parameters, whereof two shape parameters
describe the head rotation, one for horizontal and one for
vertical head rotation. To generate a similar model a method
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Fig. 3. Correlation between the local AAM-Parameters and the Head
Poses The left diagram shows the correlation with the horizontal head rotation
and right diagram shows the correlation with the vertical head rotation.

to generate an Active Appearance Model with two separate
example sets are favorable [2]. In the used method the texture
is learned first. After that, the shape could be learned by
separate examples. For learning the texture the FG-Net dataset
[10] is used. An own dataset of one person who move the head
only horizontal and later only vertical is used for learning the
shape parameters. To map the two shape parameters which
describe the head pose onto the correlated real world head
pose, a simple Multilayer Perceptron is used.

B. Attention Estimation

To analyze the head poses, statistics are used since there
allow a direct attention and gesture estimation without training
data. For efficient calculation of these statistics, an adaptive re-
cursive method is used, which was developed by GRIESSBACH
[11]. All used adaptive recursive methods employ a constant
weight c which range from 0 to 1. The variance Z2 (Fig. 4)
of the head poses are used to get a classification onto attentive
or inattentive.

M0 = m0 (1)

Mt+1 =Mt + cM · (Xt+1 −Mt) (2)

Z2
0 = z0 (3)

Z2
t+1 = Z2

t + cZ2 ·
(
(Xt+1 −Mt+1)

2 − Z2
t

)
(4)

Fig. 4. Variance When the variance is greater than 40◦, the current part of
the sequence is classified as inattention and otherwise as attention.

A sequence of head poses are classified as attentive once
the variance is lower as a threshold value of 40 degree. The
aim in this work is to get a continuous value for the attention
At. For this an adaptive recursive mean is updated by 100
once the person is attentive and with 0 otherwise.

A0 = 100 (5)

At = At−1 + cA · (100−At−1) , if attention (6)

At = At−1 + cA · (0−At−1) , if inattention (7)

When a person is attentive mostly it is in interest where the
people look too. This point of interest I can be estimated by
the adaptive mean of the head poses p.

It = It−1 + cI · (pt − It−1) (8)

C. Head Gesture Estimation

Furthermore, the developed estimator is able to detect a head
shake and nodding from a face image sequence. Afterwards, a
context-sensitive interpretation as Yes or No is possible. When
a person shake their head, only few changes of the head pose in
the vertical are generated, but lots of changes in the horizontal
are expected. Thereby, the excess kurtosis of the horizontal
head poses is platykurtic and the excess kurtosis of the vertical
head poses is leptokurtic. The effect is reverse by nodding.
Since this condition is unequivocal it can be used for detection.
(Fig. 5) The adaptive excess kurtosis ε can also calculated by
a method of GRIESSBACH [11].

Z4
0 = z0 (9)

Z4
t+1 = Z4

t + c ·
(
(Xt+1 −Mn+1)

4 − Z4
t

)
(10)

ε =
Z4
n

(Z2
n)

2 − 3 (11)

horizontal pose
distribution

vertical pose
distribution

platykurtic
k < 0

leptokurtic
k > 0

Nodding

horizontal pose
distribution

vertical pose
distribution

platykurtic
k < 0

leptokurtic
k > 0

Head shaking

Fig. 5. Head Gesture Performing a nodding gesture involves changes in the
vertical head pose. Therefore, the vertical head pose distribution becomes
platykurtic while the horizontal distribution is leptokurtic. Head shaking
involves changes of the horizontal head pose. Therefore, the distribution
characteristics are inverted.

D. Eye Tracker

To allow an attention estimation for demented people the
eye gaze is needed, since their are mostly unable to move the
head fully. So this people looks around only with their eyes and
without head movements. To estimate the eye gaze a ordinary
webcam is used, too. First, the AAM affords the eye position,
so it is possible to focus only to this image parts. A gray level
eye consist in a white plane a darker iris and the black pupil,
so the pupil becomes detect as the darkest point in the eye.
To establish the eye gaze it is necessary to know the possible
eye movements. Speckmann and Hescheler reported in [12]
that the healthy eye is able to move 20◦ to the left and 20◦

to the right. This is an interest area of 40◦ onto the curvature
of the eye. Up to this value it is possible to assume a linear
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Fig. 6. Eye Tracker Triangulation to calculate the pupil position in horizontal
and vertical for estimate the eye gaze

Fig. 7. MLP-Output vs. ”Flock of Birds” The blue curve represent the
head poses which are determined with the help of the ”Flock of Birds” and
the red curve represent the head poses which are estimated by the presented
system. left: horizontal head poses; right: vertical head poses

correlation between the pupil position into the 2D image and
the pupil position onto real world eye. The same assumption is
used for the vertical eye movement. Thereby, it is possible to
estimate the line of gaze for each pupil position by the use of
a triangulation. This is exemplary shown in Fig. 6. To estimate
the global eye gaze it is necessary to add the head pose, too.

IV. EXPERIMENTAL RESULTS

This section presents experimental results achieved by us-
ing the described approach. Furthermore, a number of test
sequences are recorded to evaluate the proposed attention
measuring system, the head gesture recognition and the eye
tracker.

A. Head Pose Estimation

To evaluate the presented AAM and MLP based head
pose estimation 8 further sequences are recorded whereby the
people can look around. By recording this sequences the head
pose which is determined by the Flock of Birds is simultaneous
recorded. Than the head poses which are estimated with the
help of the presented system is compared to the head poses
of the Flock of Birds. Thereby, the RMS for vertical pose is
0.1387◦ and the RMS for horizontal is 0.1546◦. This result is
shown in Fig. 7.

B. Attention Estimation

To evaluate the proposed attention measure under real world
conditions, 23 test sequences from 8 different persons became
recorded. The people were asked to watch several video clips
in front of a computer monitor, while they were monitored
with the help of a frontal camera. During the first stage, the
person were watching an exciting movie. In the second stage,
the same persons were watching a boring video, while another

Fig. 8. Attention Estimation Experiment This sketch shows the used
experiment structure. left: the test person looks a boring video; right: the test
person looks an exiting video

TABLE I
ATTENTION ESTIMATION THIS TABLE SHOWS THE RATE OF ATTENTION

FOR EACH EVALUATION SEQUENCE WHICH IS DETERMINED BY THE
PRESENTED SYSTEM AND BY HUMAN INTERPRETATION.

System Human Difference
23.6% 0% 23.6%
16.8% 15.5% 1.3%
3.1% 0% 3.1%
1.1% 2.3% 1.2%
8.5% 12.9% 4.4%
4.9% 6.7% 1.8%
0% 0% 0%
0% 0% 0%

25.5% 7.5% 18%
0% 0.7% 0.7%

0.2% 0% 0.2%
4.3% 0% 4.3%
1.1% 0% 1.1%
0% 0% 0%

8.6% 0% 8.6%
14.8% 7.8% 7%
31.6% 26.9% 4.7%

0% 0% 0%
0% 0% 0%

27.1% 20.6% 6.5%
13.4% 15.6% 2.2%
28.4% 27.1% 1.3%
69.6% 68.3% 1.3%

person enters the room and tries to distract the test persons by
talking to them or letting things falling on the ground (Fig. 8).

Afterwards, the recorded image sequences were labeled
manually by several people in terms of visual attention. For
evaluation purposes the same sequences were presented to the
proposed attention system. The average divergence between
the presented system and the labels is only 4 percentage points
which is shown in Table I.

The described system only fails massively by three image
sequences. By visual analyzing this sequences it is prominent
that the high divergence of these sequences is generally caused
by a bad model fitting leading the head direction estimation
to fail.
Before the variance for the attention estimation is used, the
excess kurtosis was also tried to use, since the excess kurtosis
have no scale unit. However, the use of the excess kurtosis
failed because it is zero when the head pose histogram is
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Fig. 9. Excess Kurtosis vs. Variance A wide and a small histogram can
be Gaussian distribution, so the excess kurtosis can be 0, once the variance
become tall when the user is inattentive.

(a) Horizontal Head Poses increasing rate from blue to red
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Fig. 10. Excess Kurtosis vs. Variance of an attention sequence

normally distributed and this is able during attention and
during inattention (Fig. 9).

Fig. 10 and Fig. 11 shows exemplary the head poses,
the excess kurtosis and the variance of an attention and a
inattention sequence.

C. Head Gesture Estimation

To evaluate the Head Gesture Estimation, 4 sequences from
several people, which nod and shake the head between several
other head movements, became recorded. On this experiment
each head nodding and shaking could be detected by no false
positive detection. Already a single fully Yes or No head
gesture could be detected, where the system reaction is shortly
delayed, once the used adaptive calculation.

D. Eye Tracker

The simple eye tracker is only evaluated by three sequences.
In this sequences the people look straight ahead onto the

(a) Horizontal Head Poses increasing rate from blue to red
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Fig. 11. Excess Kurtosis vs. Variance of an inattention sequence

(a) horizontal head pose (b) horizontal eye gaze

Fig. 12. Histogram of horizontal head pose vs. eye gaze

camera and move only their heads, so the eye gaze should
roughly 0◦ where the head pose differ. In Fig. 12 and Fig. 13
the vertical and horizontal eye gazes and head poses is
exemplary visualized for one sequence.

Furthermore, the Table II shows the variance of the head
poses and the eye gazes of the three sequences. This results
shows that it is principal possible to estimate the eye gaze by
this simple method with a small error. This estimation should
be exact enough to use it in an attention estimation.

V. CONCLUSION

In this paper a way is presented to extract user attention
and head gestures utilizing the shape and texture parameters
from a fitted Active Appearance Model. This paper focus on
improving the human-robot interaction and therefore applies
an attention and head gesture estimation, which use the AAM
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(a) vertical head pose (b) vertical eye gaze

Fig. 13. Histogram of vertical head pose vs. eye gaze

TABLE II
VARIANCE HEAD POSE VS. EYE GAZE THIS TABLE SHOWS THE

VARIANCE OF THE VERTICAL AND HORIZONTAL HEAD POSES AND EYE
GAZES OF 3 TEST SEQUENCES FROM SEVERAL PERSON.

Person hor. head pose hor. eye gaze ver. head pose ver. eye gaze
1 71.4 4.3 15.6 1.8
2 39.5 6.7 2.0 0.8
3 176.8 3.0 2.8 0.6

shape parameters to estimate the users head pose. For the
measure of attention the distribution of the head pose over
time are used. By comparison the hand labeled attention
values with the system output, the presented system seems
to be able to estimate the attention value quite well. In
addition, a head gesture recognition based on the temporal
event mapping approach became proposed. Continuing this
work, it is possible to integrate the proposed system into a
dialog system [13]. This will be very helpful to examine how
the proposed attention values can be utilized to enable a more
natural human-robot interaction. Furthermore, the possibility
to track the human eyes with the help of an ordinary webcam
with a small estimation error is shown.
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