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Abstract. We present a study on 3D based hand pose recognition using
a new generation of low-cost ToF sensors. As signal quality is impaired
compared to Kinect-type sensors, we study several ways to improve per-
formance when a large number of gesture classes is involved. We inves-
tigate the performance of different 3D descriptors, as well as the fusion
of two ToF sensor streams by means of a neural network and obtain, for
certain descriptors and fusion strategies, a very satisfactory recognition
performance.

1 Introduction

As ”intelligent” enter more and more areas of everyday life, the issue of man-
machine interaction becomes ever more important. As interaction should be
easy and natural for the user and also not require a high cognitive load, non-
verbal means of interaction such as hand gestures will play a decisive role in
this field of research. With the advent of low-cost Kinect-type 3D sensors, and
more recently of low-cost ToF sensors 400-500ethat can be applied in outdoor
scenarios, the use of point clouds seems a very logical choice. This presents
challenges to machine learning approaches as the data dimensionality and sensor
noise are high, as well as the number of interesting gesture categories. In this
article, we confine ourself to optimize the categorization of static hand gestures
(denoted ”poses”), and investigate whether the addition of a second ToF sensor,
viewing the hand from a different angle, may improve categorization performance
if an appropriate fusion is performed. As the sensors we use are very cheap,
this is not a barrier to wide-spred deployment in mass products. We will first
discuss the related work relevant for our research and then go on to describe the
sensors and the used database in Sec. 3. Subsequently, we will give an account
of the used different holistic point cloud descriptors and explain the meaning of
the parameter variations we will test. The key questions we will investigate in
Sec. 5 concern the proper choice of parametrized descriptors, furthermore
the added value of a second ToF sensors, and lastly the issue of efficient
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neural network based fusion strategies. In Sec. 6, the obtained results will
be discussed in the light of these questions.

2 Related Work

Depth sensors allow for an easy and robust solution for recognizing hand poses as
they can easily deal with tasks as segmentation of the hand/arm from the body
by simple thresholding as described in [1]. Several surveys have made use of this
feature with various approaches to segmentation. Moreover it is possible to make
use of the depth information to distinguish between ambiguous hand postures
[2]. Nevertheless, it has not been possible to achieve satisfactory results utilizing
only a single depth sensor. Either the range of application was limited or the
performance results were dissatisfying. Usually a good performance result was
achieved with a very limited pose set or if designed for a specific application [3].
ToF-Sensors - although working at stereo-frame rate - generally suffer from a low
resolution which of course makes it difficult to extract proper features. Improved
results can be achieved when fusing Stereo Cameras with Depth Sensors, e.g. in
[4]. In [5] a single ToF-Sensor is used to detect hand postures with the Viewpoint
Feature Histogram.

3 Database

The data was recorded using two ToF-Sensors (Figure 1 and 2) of type Camboard
nano which provides depth images of resolution 165x120px with a frame rate of
90fps. The illumination wavelength is 850nm which makes the cameras appli-
cable in various light conditions whilst maintaining robustness versus daylight
interferences. Since the ToF-principle works by measuring the time the emitted
light needs to travel from the sensor to an object and back pixel-wise the light
is modulated by a frequency of 30MHz in order to be able to distinguish it from
interferences. In a multi-sensor setup however this may lead to a distortion of
measurements since both sensors have the same modulation frequency. To avoid
such measurement errors, the data was recorded by taking alternating snapshots
from each sensor.

As can be seen in Figure 1 the cameras are mounted in a fixed position at a
distance of approx 49.5cm and a perpendicular angle from the recorded object.
This allows for a recording of the database such that the hand can be placed in an
equal distance of about 35cm from each camera to the centroid of the resulting
point cloud dataset and therefore each camera can also be calibrated to its needs.
For the current experiments focus has been put on the recognition of static hand
gestures which are contrasted to dynamic hand gestures as resembling a certain
meaning while remaining in place as opposed to the latter being in movement.
Nevertheless to maintain a certain variability in the data, each set of poses was
recorded with a variation of the hand posture in terms of translation and rotation
of the hand and fingers. This results in an alphabet of ten hand poses: point,
fist, grip, L, stop and counting from 1-5 (cf. Figure 2). For each pose a set of
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Fig. 1: The current setup Fig. 2: The hand pose database

2000 point clouds was recorded for each camera yielding a total dataset of 40.000
samples.

4 Descriptors

4.1 The VFH-descriptors

To analyze the point clouds the performance of the available algorithms from the
Point Cloud Library (PCL) was evaluated. One generally distinguishes between
local and global descriptors, the former describing the characteristic of a single
point and the latter the cloud as a whole. The VFH [6] descriptor is a global
descriptor partially based on the local FPFH [7] descriptor.

Fig. 3: The second component of the Viewpoint Feature Histogram (Image taken
from www.pcl.com)

For our purposes we utilize the global VFH (Viewpoint Feature Histogram)
descriptor which extends the idea of the FPFH by calculating the histogram for
the centroid of the cloud with all the points set as neighbours and takes into
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consideration the view angle between the origin of the source and each point’s
normal (cf. Fig.3). Here vp denotes the origin of the viewpoint, pi is the centroid
of the point cloud and vi - pi is the vector between the centroid and the viewpoint
origin. The vector ni resembles the normal for each point in the cloud. Here the
dashed arrow indicates the translation of the viewpoint origin to each point in
the cloud which allows for the viewpoint invariance of the descriptor. This yields
a scale-invariant descriptor while describing the point cloud as a whole. The
remaining bins of the histogram consist of the SPFH (Simplified Point Feature
Histogram) for the centroid of the cloud and the last component describes the
distances of the points in the cloud to the centroid. When calculating the VFHs
for the various hand poses we have to take into consideration the influence of
the normals on the yielded results. A normal for a requested point in a point
cloud can be estimated in a number of ways but in this case, since we work on
unknown datasets, is estimated by the points in the surrounding environment.
However as we have potentially highly noisy data, determining the right scale
can have great influence on the results (cf. Fig.4). In the described case the
search parameter r guides the influence of the surrounding for the calculation of
the normal. Choosing a small r can result in low descriptive power while a large
radius r distorts the descriptor too much. The choice of the right search radius
is application dependent, so together with advised radii from other applications
and a couple of pre-tests we determined the influence of the normal radius to be
in [0.03,0.09].

Fig. 4: Difference in histograms for the same point clouds with different normal
radii of 5cm and 7cm.

4.2 The ESF-Descriptors

The ESF-Descriptor (Ensemble of Shape Function) [8] is another global descrip-
tor which is however not geometric as it does not rely on the calculation of the
normals. The resulting calculated descriptor consists of ten histograms each it-
self comprised of 64 bins. In an initial step 20000 points are sub-sampled from
the cloud. Now in turn for each iteration sample three points randomly from
the first step and calculate four measures. The D2 measure checks whether the
points on the line connecting two of the sampled points lie inside or outside the
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surface or both. This ’convexity’-measure is binned into a histogram. The D2
ratio measures the ratio of these lines lying on the cloud or free. The D3 ratio
calculates the square root of the area spanned by the sampled points and again
checks for the position of the area relative to the cloud. Lastly the A3 measure
calculates the angles between the three points and creates the histogram in an
analogous manner to the other measures. Although this descriptor does not rely
on any normal information it represents the general shape of the data while
retaining its global descriptive power.

5 Experiments

We use a multilayer perceptron, implemented using the freely available pybrain[9]
library, to perform the final multi-class decision 1. We will compare classification
performance for the ESF descriptor (see Sec. 4.2) and the different parametriza-
tions of the VFH descriptor (see Sec. 4.1). In all cases we will compare the
single-camera condition to the two-camera condition, see Sec. 3, where in the
two-camera condition the descriptors coming from each camera are concatenated.
Networks contain a bias unit at each layer, training algorithm is ”RProp-”[10],
and network topology is N -10-10 (hidden layer sizes of up to 100 were tested
without finding significant performance improvements), N indicating the size of
the used descriptors depending on computation method and number of cameras.
Activation functions are sigmoid for the hidden layer and sigmoid or softmax for
the output layer, the latter being considered advantageous for non-ordinal multi-
class categorization problems[11]. Each experiment is performed 10 times with
different initial conditions and the best result is retained. Results for both exper-

PPPPPPPCond.
Descr. ESF VFH

003 004 005 006 007 008 009

single-cam./softmax 25.33 18.98 19.09 20.07 26.54 29.8 30.44 30.17

two-cam./softmax 4.91 4.28 4.19 3.42 3.01 2.85 2.02 2.32

two-cam./sigmoid 1.56 4.28 4.19 3.42 3.01 2.85 2.02 2.32

Table 1

imental conditions are summarized in Tab. 1. They show a marked superiority
of the VFH descriptor, and a slight parameter dependency in both experimental
conditions. We also find that a sigmoid transfer function slightly outperforms
a softmax one even though it is theoretically less appropriate. Training times
are around 10min per single experiment, which outperforms an equivalent SVM-
based (Support Vector Machine) implementation by a large margin as this would
require 10 one-vs-all training runs with 20.000 examples which takes half day in
total.
1 The code and data for all experiments is available under www.gepperth.net/

alexander/downloads/2014_nn3D.tar.gz
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6 Discussion and outlook

Analyzing the results in the light of the key research questions formulated in
Sec. ??, we can state that, first of all, the VFH descriptor with a normal radius
of about 5cm seems to be the most appropriate choice of describing hand poses.
This is somewhat surprising as the used 3D data are rather noisy which could
impair normal calculation, but apparently an increased radius can fix that. The
ESF descriptor which does not use normals results in decent absolute perfor-
mance as well although the errors are more than two times higher than those
using VFH. Clearly, the use of a second sensor improves results tremendously,
which is probably due to the resolution of viewpoint ambiguities so made possi-
ble. As for fusion strategies, a simple concatenation of feature vectors, followed
by NN (Neural Network) classification (using sigmoid rather than softmax acti-
vation functions which would be appropriate from a theoretical point of view) is
a very effective and computationally efficient strategy which, in addition, may
be conveniently parallelized if required. In future work, we will aim to increase
the number of recognized hand poses and include non-static hand gestures into
our framework. Moreover our method allows for little to no need for spatial cal-
ibration of the sensors as opposed to other approaches where the cameras have
to be aligned exactly for the designed algorithms.
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