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ABSTRACT
We propose a new approach to object detec-
tion based on data fusion of texture and edge
information. A self organizing Kohonen map
is used as the coupling element of the dif-
ferent representations. Therefore, an exten-
sion of the proposed architecture incorporat-
ing other features, even features not derived
from vision modules, is straight forward. It
simplifies to a redefinition of the local fea-
ture vectors and a retraining of the network
structure.
The resulting hypotheses of object locations
generated by the detection process finally are
inspected by a neural network classifier based
on cooccurence matrices.

INTRODUCTION
In order to build driver assistance systems or au-
tonomous vehicles like [D+94] does one of the
main tasks to be solved is the detection, track-
ing and classification of objects. This processing
stage should end up in a representation of the
vehicle’s environment depending on the actual
task to be performed [vS+97].
We propose a new approach to object detec-
tion based on data fusion of texture and edge
information. A self organizing Kohonen map
[Koh82] is used as the coupling element of the
different representations. Therefore, an exten-
sion of the proposed architecture incorporating
other features, even features not derived from vi-
sion modules, is straight forward. It simplifies to
a redefinition of the local feature vectors and a

retraining of the network structure.
The resulting hypotheses of object locations gen-
erated by the detection process finally are in-
spected by a neural network classifier based on
cooccurrence matrices [HSD73].
We start with a short description of the feature
extraction. Then, the generation of the input
vector of the Kohonen map is described. The
second part deals with the generation of the in-
put data for the neural network classifier. We
conclude with a real world experiment.

SEGMENTATION BY FUSION
In knowledge-based image processing systems it
is necessary to combine texture- and contour-
based methods on different processing levels in
order to increase the performance, robustness
and efficiency of the algorithms. In contrast to
the application named VISIONS introduced by
[Das94], here the central element of the fusion
process is the learn-able coupling structure. In
[Das94] a predefined structure controls the influ-
ence of the individual methods to the complete
system. Our work introduces a coupling struc-
ture based on a neural network which learns to
combine the individual algorithms according to
the performance of the complete system (refer
figure1). The approach chooses the pixel coordi-
nate system as a common base for fusion. Its aim
is to evaluate an object-background-separation
of traffic scenes. In a preprocessing step infor-
mation about contours and textures is used. A
feature vector is created for each pixel derived
from the results of the preprocessing algorithms.
Finally a neural network learns the necessary
coupling structure and how to combine the con-



tributions of the individual methods. We apply
the structure to the segmentation of images. De-
tected image parts can be interpreted as a map
containing danger spots for the driver assistance
system and are further processed by a classifier.

LOC

Entropy........

Format 1
Lines

........

K

(t + 1)

......
......

Position

Figure 1: Model of fusion process.

REPRESENTATIONS
Texture and contour representations are deter-
mined by three methods:

• local orientation coding (LOC) [GNW95],

• polygon approximations of edges, and

• local image entropy [KvS96].

The LOC has been widely used as a feature
for segmentation, tracking and classification.
It codes the gradient information depending
on the local orientation. Polygon approxi-
mations can be used to characterize different
objects. The entropy of an image part gives
an estimation about the contents of information.

Local Orientation Coding (LOC)
The ’raw’ grey scale images are preprocessed by a
differential method we call local orientation cod-
ing (LOC). The image features obtained by this
preprocessing are bit strings each representing a
binary code for the directional grey-level varia-
tion in a pixel neighborhood. In a more formal

fashion the operator is defined as

b′(n,m) =
∑
i,j

k(i, j) · u(b(n,m)

− b(n + i,m + j) − t(i, j)),
(i, j) ∈ neighborhood

where b(n,m) denotes the (grey scale) input im-
age, b′(n,m) the output representation, k(i, j)
a coefficient matrix, t(i, j) a threshold matrix
and u(z) the unit step function. The matrices
may have negative index values. The output
representation consists of labels, where each la-
bel corresponds to a specific orientation of the
neighborhood. For a N4 and a N8 neighborhood
on regular square grids, suitable choices for the
coefficient matrices are
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n
↑→ m ,

where R is the reference position. This choice for
N4 leads to a set of labels b′(n,m) ∈ [0, . . . , 15]
corresponding to certain local structures. The
choice of the coefficients and the formulation of
the operator gives rise to some properties:

• Due to the unique separability of the sum
into its components, the information of the
local orientation is preserved.

• The approach is invariant to absolute inten-
sity values.

• The search for certain structures in the im-
age reduces to working with different sets of
labels. For horizontal structures mainly the
labels 1, 8 and 9 have to be considered.

An adaption mechanism for the parameters
t(i, j) of the coding algorithm yields a high level
of flexibility with respect to lighting conditions
[GNW95].

Polygon Approximation
The polygon approximation is calculated by a
special hardware applying a Sobel-filter, some
thinning and concatenation of the contour



points. Polygons of a length l < 10 are sup-
pressed in order overcome background noise.

Entropy
The calculation is based on the information the-
ory introduced by Shannon [Sha48]. A part of an
image can be interpreted as a signal xk of k dif-
ferent states with the entropy E(xk) determining
the observer’s uncertainty about this signal. It
measures the contents of information. For ev-
ery pixel the normalized histogram of a centered
neighborhood is calculated as an estimation of
the probability distribution function p(xk)

E(xk) = −
∑
k

p(xk) log p(xk).

Figure 2 shows the different representations
used for constructing the feature input vector of
the Kohonen map.

Figure 2: Representations: Original image, local
orientation coding, approximated polygons and
entropy (from left to right, top to bottom).

COUPLING STRUCTURE -
A NEURAL NETWORK
Based on the three representations for each pixel
a 12-dimensional input vector

u(x, y)T = (u1(x, y)T , x, y)T

of the Kohonen map is generated. Here, the 10-
dimensional vector u1(x, y) refers to the contour

and texture information and the values of x and
y represent the pixel’s coordinate position. Vec-
tor u1(x, y) is defined by

u1(x, y) =
∑

(i,j)∈R

v(i, j)

where R is a local neighborhood (e.g. 9 × 9)
of (x, y) and v(i, j) is a binary vector.
(v1(x, y), . . . , v4(x, y))T code subsets of the LOC
results, (v5(x, y), . . . , v9(x, y))T code the value of
the entropy and v10(x, y) = 1, if (x, y) belongs
to a polygon.

SEGMENTATION RESULTS
In a set of images the regions of the objects
are labeled by hand and the input vectors of
the Kohonen map are generated. The resulting
training set consists of 55% vectors referring to
objects. Figure 3 depicts the resulting Kohonen
map after a coarse-to-fine training.

Figure 3: Kohonen map which learnt the cou-
pling structure.

Figure 4: Labels: Objects and background.



According to the two labels (objects, back-
ground) the map can clearly be divided into two
regions (figure 4).

Figure 5 shows an example of the segmentation
result of our data fusion approach. Here, the
class of the vectors u(x, y)T of the original
image in figure 2 is determined by the label of
the Kohonen map’s representation vector with
minimal Euclidean distance.

Figure 5: Results: Segmentation by fusion.

TEXTURE-BASED CLASSIFICATION
As shown in figure 5 the image information has
been restricted to some aspects (image blobs).
The fusion process enhances the performance of
the individual algorithms and concentrates the
attention of further image processing to struc-
tural features. Due to the fact that the knowl-
edge about the scene estimates initial ROIs by
calculating the center of the blobs under con-
straints of object sizes a classification task has to
be solved in order to build up a representation of
the world for prediction and behavior in future.
A tracking based on cross correlation (Ccor)

Ccorr(IROI(t), IROI(t − 1)) =
Cov(IROI(t), IROI(t − 1))√
Var(IROI(t),VarIROI(t − 1))

is used to track the initial regions IROI(t − 1)

over time t. The tracking results are finally
classified.

A lot of different classifiers have been introduced
for traffic scene analysis. In [GNW95] or [Bra94]
classifiers depending on contours and contour-
models are described. They suffer under ineffi-
cient calculation of contour features which are
unusable, if the objects are too small thus, they
are situated in the long distance field. Further-
more rotations of objects are difficult to cope
with because e.g. LOC-features will change and
in case of a model-based approach [NWvS95] a
further degree of freedom for the elastic model
has to be permitted.
Therefore in this application a texture-based
measurement was chosen which is rotation- and
scaling invariant. Usually texture calculation is
partitioned into structural and statistical meth-
ods. In the case of car and truck classifica-
tion the statistical models have to be preferred
because a structural description is not flexible
enough to cover all different types of objects.
The well known cooccurrence matrices intro-
duced by [HSD73] are chosen as a feature vector
for solving the classification task.

Cooccurrence Matrix
Cooccurrence matrices are second order statis-
tics. Haralick defined 14 different measures
which have been commonly used for texture clas-
sification tasks [HS92]. The matrices concen-
trate the statistical image information under the
constraints of different angles and distances. In
a region of interest IROI(x, y) of size M ×N and
a maximal number of different grey-values Q the
cooccurrence matrix P (i, j) is calculated (as il-
lustrated in figure 6) for a given direction α and
for a given distance d by

Pd,α(i, j) =
num

denom
,

where the numerator (num) is defined by
num = [Number of pairs (x, y), (x′, y′), satisfy-
ing (d, α) and IROI(x, y) = i and IROI(x′, y′) =
j] and the denominator (denom) is defined by
denom = [Number of all pairs (x, y), (x′, y′)].



In order to establish rotation invariance the sum
S(i, j) =

∑
α pα(i, j) is calculated for all pos-

sible angles α ∈ {0, 45, 90, 135} and d is kept
constant. Scaling invariance is implicated in the
calculation role. As long as the background of
an object does not differ to much a restricted
translation invariance is given, too.

Figure 6: Calculation of the cooccurrence ma-
trix.

Classification
In a lot of applications features of the cooccur-
rence matrices like energy, entropy, contrast, cor-
relation and so on [HSD73] were used for classi-
fication processes. But every reduction of the di-
mensionality implicates reduction of information
as well. Therefore, the matrix itself is used for
classification. It is the task of the neural network
to extract the necessary feature by itself. Due to
the fact that the matrix is symmetric only the
non redundant part of the matrix is extracted to
build the characteristic vector S1(i, j).
In order to estimate the statistics of even small
objects a reduction of the grey-level dynamics is
performed. The range of Q ∈ {0, . . . , 255} is re-

duced to a 4-bit range Q ∈ {0, . . . , 15} by a bit
shift operation (extracting the highest 4 bits).
Another method introduced in [BY95] implies a
dynamic adaption to the actual grey-level distri-
bution. It is the goal to keep the influence of the
background to the grey-level reduction as small
as possible. Therefore, the bit shift operation
is selected to process all elements in the same
manner without dependency on the background
distribution.

CLASSIFICATION RESULTS
The cooccurrence matrices were calculated from
a classification database. A neural network
was chosen as a classification structure. A
multi-layer perceptron with one hidden layer
using the quick-prop-learning algorithm was
trained. The net contains 136 input neurons,
5 hidden neurons and 3 output neurons for
the classes car, truck and background. The
input vectors are calculated from a classification
database containing a wide spectrum of different
objects. They were taken from different image
sequences acquired by various camera under
different points of view to cover large spectrum
of objects. The training set contains about
680 examples: 300 cars, 200 trucks and 180
images of the background. All objects had
different scalings starting from 40 × 20 pixel up
to 400 × 200 pixels.

Figure 7: Classification results.



Figure 7 shows the classification results of a pre-
processed image of figure 5. A classification of
the background is added. The performance of
the classifier scales with the size of the Rois, thus
if structural details get lost the differentiation of
cars and trucks becomes more difficult. A stabi-
lization over time improves the results.

CONCLUSION
The proposed method combines two main as-
pects: initial segmentation and classification.
The main part of the initial segmentation is done
by the learnable coupling structure - a Koho-
nen map. The fusion of different types of data,
textures and contours, provides a good measure-
ment for objects. The final classification com-
pletes the application. A stable description of
the image scene can be given. Lacks of the final
classifications which can occur in noisy and small
parts of the background have to be rejected by
a stabilization over time. Nevertheless, the com-
bined approaches are able to cope with most of
the possible arrangements of vehicles, so that an
environmental representation can be provided.
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